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ConnectX-4 Lx EN adapter cards with 1/10/25/40/50 Gb/s Ethernet connectivity addresses virtualized 
infrastructure challenges for today’s demanding markets and applications. Providing true hardware-based 

to rise. ConnectX-4 Lx EN adapter cards enable data centers to leverage leading interconnect adapters for 

while reducing total cost of ownership (TCO).

sub-microsecond latency and a 75 million packets per second message rate. They include native 

® technology and Mellanox Multi-Host® technology.

Mellanox Multi-Host® Technology 
Innovative Mellanox Multi-Host technology enables data centers to design and build scale-out 

data transfer at minimum capital and operational expenses.

separating the adapter PCIe interface into several independent PCIe interfaces. Each interface connects 

Mellanox Multi-Host slashes switch port management and power usage by reducing the number of 

• 

performance nor the management of other hosts.

• 
NC-SI/MCTP management channels for each of the managed hosts.

• 

data or communicating between compute elements.

1/10/25/40/50 Gigabit Ethernet adapter cards supporting RDMA, 
Overlay Network Encapsulation/Decapsulation and more

ConnectX®-4 Lx EN Card

PRODUCT BRIEF
ADAPTER CARD

FEATURES

 – 1/10/25/40/50 Gb/s speeds

 – Single and dual-port options

 – Virtualization

 – Low latency RDMA over Converged 
Ethernet (RoCE)

 – Mellanox Multi-Host technology connects 
up to 4 independent hosts

 – CPU offloading of transport operations

 – Application offloading

 – Mellanox PeerDirect® communication 
acceleration

 – Hardware offloads for NVGRE, VXLAN 
and GENEVE encapsulated traffic

 – End-to-end QoS and congestion control

 – Hardware-based I/O virtualization

 – RoHS compliant

 – ODCC compatible

 – Various form factors available

BENEFITS

 – High performance boards for 
applications requiring high bandwidth, 
low latency and high message rate

 – Industry leading throughput and 
latency for Web 2.0, Cloud and Big Data 
applications

 – Smart interconnect for x86, Power, 
ARM, and GPU-based compute and 
storage platforms

 – Cutting-edge performance in virtualized 
overlay networks

 – Efficient I/O consolidation, lowering 
data center costs and complexity

 – Virtualization acceleration

 – Power efficiency

HIGHLIGHTS

†
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Wide Selection of Ethernet Adapter Cards
ConnectX-4 Lx EN adapter cards offer a cost-effective Ethernet adapter 

ConnectX-4 Lx Ethernet adapter cards are available in several form factors 

OCP 3.0 small form factor. (See the portfolio on the last page.)

I/O Virtualization
ConnectX-4 Lx EN SR-IOV technology provides dedicated adapter 
resources and guaranteed isolation and protection for virtual machines 
(VMs) within the server. I/O virtualization with ConnectX-4 Lx EN gives 

tenants on the same hardware.

Overlay Networks

machines over logical tunnels in encapsulated formats such as NVGRE 

engines that encapsulate and de-capsulate the overlay protocol 

can achieve native performance in the new network architecture.

RDMA over Converged Ethernet (RoCE)

and high- performance over Ethernet networks. Leveraging data center 

low-latency RDMA services over Layer 2 and Layer 3 networks.

Mellanox PeerDirect®

access by eliminating unnecessary internal data copies between 

scalability to tens of thousands of nodes.

Storage Acceleration
Storage applications will see improved performance with the higher 

access. A consolidated compute and storage network achieves 

Host Management
Mellanox host management and control capabilities include NC-SI over 

Software Support 

EN supports various management interfaces and has a rich set of tools 
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Ethernet
 – 50GbE / 40GbE / 25GbE / 10GbE / 

1GbE
 –

Ethernet
 –

Gigabit Ethernet
 – IEEE 802.3ba 40 Gigabit Ethernet
 – IEEE 802.3ae 10 Gigabit Ethernet
 –
 – IEEE 802.3ap based auto-negotiation 

and KR startup
 – Proprietary Ethernet protocols 

 –
Aggregation

 –
priority

 –

 –
 –
 –
 – IEEE 1588v2
 –

Mellanox Multi-Host
 –  

4 independent hosts
 –  

 
four PCIe x2 to four hosts

 –
 – Independent stand-by and wake-on-

LAN signals

Enhanced Features 
 – Hardware-based reliable transport
 –
 –
 – ® 

communication acceleration)
 – 64/66 encoding
 – Extended Reliable Connected 

transport (XRC)
 – Dynamically Connected transport 

(DCT)
 – Enhanced Atomic operations
 –

allowing user mode registration and 

 – On demand paging (ODP) – 
registration free RDMA memory 
access

 – RDMA over Converged Ethernet 
(RoCE)

 –
 –
 – RSS (can be done on encapsulated 

 – Intelligent interrupt coalescence  

Overlay Networks
 –

networks and tunneling protocols
 –

and decapsulation of NVGRE and 
VXLAN overlay networks 

Hardware-Based I/O Virtualization
 – Single Root IOV
 – Multi-function per port
 – Address translation and protection
 –
 –
 –

Virtualization
 –
 –

per port
 – Virtualization hierarchies (e.g. NPAR) 

• 
physical port

• 
 –
 –  

 
 
 
 
 
 
 

Protocol Support
 –

 –
 –

GENEVE
 –
 – uDAPL

Management and Control 
Interfaces

 –
and NC-SI over MCTP over PCIe - 

interface
 – SDN management interface for 

managing the eSwitch
 – I2C interface for device control and 

 – General Purpose I/O pins
 –
 – JTAG IEEE 1149.1 and IEEE 1149.6

Remote Boot 
 – Remote boot over Ethernet
 – Remote boot over iSCSI
 –

Features*

PCI Express Interface
 –
 –
 –
 – Support for MSI/MSI-X mechanisms 

  
 

Operating Systems/Distributions*
 – RHEL/CentOS
 –
 –
 – VMware
 –
 –  

Connectivity
 – Interoperable with 1/10/25/40/50 Gb/s Ethernet 

switches
 – Passive copper cable with ESD protection
 – Powered connectors for optical and active cable 

support

Compatibility

 –
 –

 –IEEE 802.3ba 40 Gigabit Ethernet
 –IEEE 802.3ae 10 Gigabit Ethernet

 –

 –IEEE 802.3ap based auto-negotiation 
and KR startup
 –
Aggregation

 –
priority
 –
 –
 –
 –IEEE 1588v2

 –25G/50G Ethernet Consortium “Low 

PAM4 links
 –PCI Express Gen 3.0

Standards*



© Copyright 2020. Mellanox Technologies. All rights reserved.
Mellanox, Mellanox logo, ConnectX, CORE-Direct, GPUDirect, Mellanox PeerDirect and ASAP2 - Accelerated Switch and Packet Processing are registered trademarks of Mellanox Technologies, Ltd. 
All other trademarks are property of their respective owners.

Mellanox ConnectX-4 Lx Ethernet Adapter Card page 4

350 Oakmead Parkway, Suite 100, Sunnyvale, CA 94085
Tel: 408-970-3400 • Fax: 408-970-3403
www.mellanox.com

 Card Portfolio & Ordering Information
Table 1 - PCIe HHL Form Factor 

Max Network
Speed

Interface 
Type

Supported Ethernet 
Speeds (GbE) Host Interface Additional Features OPN

1x 10GbE PCIe 3.0 x8 MCX4111A-XCAT

2x 10GbE
PCIe 3.0 x8 MCX4121A-XCAT

PCIe 3.0 x8 MCX4121A-XCHT

1x 25GbE
PCIe 3.0 x8 MCX4111A-ACAT

PCIe 3.0 x8

2x 25GbE
PCIe 3.0 x8 MCX4121A-ACAT

PCIe 3.0 x8

1x 40GbE PCIe 3.0 x8

1x 50GbE PCIe 3.0 x8 MCX4131A-GCAT

†

† 

Table 2 - OCP 2.0  Type 1 Form Factor 

Max Network
Speed

Interface 
Type

Supported Ethernet 
Speeds (GbE) Host Interface Additional Features OPN

2x 10GbE PCIe 3.0 x8 Host Management

1x 25GbE

PCIe 3.0 x8 MCX4411A-ACAN

PCIe 3.0 x8 Host Management

PCIe 3.0 x8

2x 25GbE

PCIe 3.0 x8 MCX4421A-ACAN

PCIe 3.0 x8

PCIe 3.0 x8 Host Management

1x 50GbE
PCIe 3.0 x8 Host Management MCX4431A-GCAN

PCIe 3.0 x8
†

Table 3 - OCP 2.0  Type 2 Form Factor 

Max Network
Speed

Interface 
Type

Supported Ethernet 
Speeds (GbE) Host Interface Additional Features OPN

1x 40GbE PCIe 3.0 x8  
Host Management

1x 50GbE PCIe 3.0 x8  
Host Management

MCX4431M-GCAN

Table 4 - OCP 3.0 Small Form Factor 

Max Network
Speed

Interface 
Type

Supported Ethernet 
Speeds (GbE) Host Interface Additional Features OPN

2x 25GbE PCIe 3.0 x8  
Thumbscrew bracket †
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